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Who am |?

* Engineering PhD @ CVSSP, Surrey UK

* Appl. Math / Statistics for Human Sciences PhD UNIL, Switzerland

* Post-doc Sheffield

* Senior Researcher @ The Sense

* Junior Lecturer @ UNIL

» Affiliate member of Al @ Surrey and machine learning CVSSP, University of Surrey

e Research interests:
* Causal Inference
e Causal Discovery
* Semiparametrics
* Deep Latent Variable Modeling
* Computer Vision
e Multimodal Fusion
e Algorithmic Finance
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Useful Resources

f Andrew Ng)
pecializations/deep



https://lightning.ai/pages/courses/deep-learning-fundamentals/
https://lightning.ai/pages/courses/deep-learning-fundamentals/

Traditional approach (Software 1.0)

Launch!

Study the Write the rules Evaluate
problem
lIHH%HHEI%IHEI+

List of all the knowledge and formal rules




Machine Learning approach (Software 2.0)
e

Launch!

Study the Train ML
problem algorithm

Analyse errors

Learning from examples

Evaluate




Machine Learning approach (Software 2.0)

a
‘~.~\ ! : |:: ; Good
Sy Train ML
: Evaluate
algorithm

Adapting to change

S




Machine Learning approach (Software 2.0)

lterate

Inspect

Data Solution

‘ |
Study the Train ML
problem algorithm

Help Humans learn

Solution




What is Machine
Learning ?

"Can machines do what we
(as thinking entities) can do?”
(Turing)

THIS 1S YOUR MACHINE (EARNING SYSTEM?

YUP! YOU POUR THE DATA INTO THIS BIG
PILE OF LINEAR ALGEBRA, THEN COLLECT
THE ANSWERS ON THE OTHER SIDE.

WHAT IF THE ANSWERS ARE WRONG? )

JUST STIR THE PILE UNTIL
THEY START LOOKING RIGHT.




Definition... in words

« A computer program is said to learn from
experience E with respect to some class of
tasks T and performance measure P, if its
performance at tasks in T, as measured by P,
improves with experience E.»

Tom M. Mitchell (1997)



Definition... schematically

ML algorithm

\ X

Environment
(or dataset)

Performance
measure P

11



Experience E

What data to use to solve the task

Meaningful
Compression

Structure Image

: LA Customer Retention
Discovery Classification

Big daa Dimensionality Feature Idenity Fraud

isualistai ; Classification Diagnostics
Visualistaion Reduction Elicitation Detection 8

Advertising Popularity
Prediction

Learning l_earning Weather

Recommender Unsupervised Supervised

Systems

Forecasting
Clustering . Regression
. Machine Y -
TR Growth Forecasting
Customer o Fraeaon Estimati
timating
Segmentation Le a r n l n g life expectancy

Real-time decisions Game Al

Reinforcement
Learning
Rebet Navigation Skill Acquisition

Learning Tasks

Learning Pillars : How much information is given to the ML algorithm

12



Learning Pillars

Supervised

Learning

Unsupervised
Learning

Reinforcement
Learning

13



Supervised Learning

* Prediction of an output y given an input x

neural network

boo
P [ear -

|shield

attributes

14



Unsupervised Learning

* Find a suitable data representation
* Preserving all task-relevant information
e Simpler than the original data and easier to use

INPUT RAW DATA OuUTPUT
Algorithm
@ Unknown Output
@ No Traiming Data Set
“ s
n
- Interpretation

Model Training Model Trained

---------------------
.
.
.
.
.
.
.
.
.

>
............................. °
il
© Sparse
> >
----------------------------- ®
gl
%
%
> a8 >
Independent

15



Reinforcement Learning

internal state “Areward

envir

.--'-""'

learning rate o
inverse temperature

discount rate y

observation

onment

o Pl g

L

16



Data assumption

* [ID (independent and identically distributed)

1) Come from the same distribution P (i) (QZ’) — P(5) (QZ’)
m

2) Are independent D (Qj(l)’ . 7;U(m)) — Hp (w(z))

1=1

17



Features

e Data often encoded into more focused

relevant information (features or internal ‘ s gbr(a:)
representation) to simplify the decision data - ~feature
category 5 SD shape

> colors/texture

K\

clutter HHlumination

18



Features Example :Image classification

feature Learning
representation Algorithm
headlights
tires
N| * o x % cars X ¢ x
< lo a @ x o non-cars @ X %
| x O =| %o o
o o 0o
> o o >
pixel 1 headlights

19



Deep Learning

« Build a machine that can learn from
experience and understand the world as a
hierarchy of concepts »

hierarchical
representation

¢pro---0@om

20



Training/Validation/Test sets

e Separate the data into 2(3) sets
* Training set for training

* Development / Validation set to find the best
parameters

 (Test set to estimate the performance)

e Separation depends on size of the dataset

* Make sure no algorithmic decisions are
being made using data which are also
being used to test the algorithm

21



Training/Validation/Test sets

Y High Bias (linear)

New (test) data

=== Optimal Fit

High Variance

Interpolation Range Extrapolation Range

22



Training/Validation/Test sets

* See/consider also
» K-fold cross-validation
* Leave-one-out cross-validation (k=n)
* Nested cross-validation



Task T

Find the function f that satisfies f(x) = y using the training set

24



Problem Types

Supervised

Learning

Perception tasks

Unsupervised

Learning

Regression Classification

Spam detection
Image recognition
Document
classification

Demand forecast

Representation

Clustering e

Customer
segmentation

Text recognition
Anomaly detection Machine
translation

Reinforcement
Learning

Action tasks

Optimization IRL: learn
of strategy for objectives from
a task behavior

Robotics
Computational
advertising

Imitation learning
for robotics

25



Regression

Predict results within a continuous output

1 |

Meaningful
Compression

Structure Fige

: Customer Retention
Discovery Chssification

Big daa Dimensionality Feature Idenity Fraud

Classification Diagrostics
Hcsion Reduction Bicitation Detection = @

Recommender Advertising Popularity

Unsupervised apervised

Syscems Prediction
Learning Learning Wether
Forecasting
Clustering . ‘
et Machine | b
Rnamy Srowth Forecastin;
Prediction ¥

Customer

Segmentation Lea rn i ng E‘S:Ln:;lzmy

Reinforcement
Learning

26



Unsupervised Supervised

° ° ° Advertising Popularity
Learning Learning
i
usterin; 2 egression
: achnine opuiation
arketing rowth
Predicc
egmentation T

_ ) ) Learning
e categorize new inputs as belonging to one of a set of
categories = Predict results within a discrete output
(categories)

Duck: | 724

Bird: ¥4

27



Supervised

[ ] Recommender nsuper se Advertising Popularity
Systems |
u S t e I o
i O ression
I | l Machine e ,
Marketing ek
Predi
C rediction :
a I N

Learning

* create a set of categories, for which individual
data instances have a set of common or similar
characteristics.

- 28




Data Generation

e generate approprlately novel data

Autoencoder



Data Generation

e generate approprlately novel data

Autoencoder



Anomaly Detection

Machine

Learning

» determine whether specific inputs are
out of the ordinary.

‘ ANOMALY P ANOMALY

N o

VALUE
VALVE

TIME TIME

31



Representation Learning

102.4:1 compression
2 principal components

39.4:1 compression
6 principal components

24 41 compression
10 principal components

17.7:1 compression
14 principal components

12.5:1 compression
20 principal components

8.4:1 compression
30 principal components

6.3:1 compression
40 principal components

4.2:1 compression
60 principal components

2.8:1 compression
90 principal components

2.1:1 compression 1.7:1 compression 1.4:1 compression
120 principal components 150 principal components 180 principal components

Figure 10: The visual effect of retaining principal components

Meaningful
Compression

Structure
Discovery

Image

g Customer Retention
Classification

Big daca Dimensionality Feature Idenity Fraud

Diagnostics
Visualistaion Reduction Elicitation Detection

Advertising Popularity
Prediction

Learning Learning Wether

Forecasting

.
a— Machine W i

Marketing Growth
Prediction
Customer

Segmentation Lea rn i n g ﬁ:;ﬂ:;:z 3

Recommender Unsupervised Supervised

Syscems

Forecasting

Real-time decisions

Reinforcement
Learning

Robet Navigation Skill Acquisition

Learning Tasks

32



Continuous Estimation

* estimate the next numeric value in a sequence (prediction for time
series data)

Sales vs Sunshine Hours

12345678 91011121314151617181920212223242526272829301

—S0les ws—Sunshine Hours

33



Data Generation

* generate appropriately novel data

1 Input
T

Encoder
|
Latent
Code

i

Conductor

Decoder

] Output

34



Ranking

e Used in information retrieval problems
* Used in recommendation systems

NETELIX

N ] o
é:w “& | Bl== ol

35



Neural Network (NN)

* Learning algorithm inspired by how the brain works

b/

Dendrites

-

<= Synapse

/

D ~=== Cell body

Nucleus

Axon

o; -f}(mt,-)




Deploying a Neural Network

hidden layers output

Given a task (in terms of layer

/O mappings), we need :

cost function

llllllllllllllllllll

L ]

L4
L4
*

. loss (v, f(x*;0)
2) Cost function [ wIeD
(/objective/loss function) 1§ s i

-
3) Optimization . training set optimization:

37



Network model

sequential processin

--------------------------------------------------------------
" u . u "

>

parallel
processing

Sy
L 4
L 4
.
L 4
L 4

4 L 4
. S .
-----
] R E

L 4
L 4
L 4
-
.0
L 4

.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
‘e
.

unit (neuron,
activation function)

38



Activation functions

hi = fi,1(z)
ha = f1.2(x)

Z3

Fully connected

z1 = f2.1(h1, h2)
zo = fa.2(h1, h2)
— f2,3(h17h2)

Different types of activation functions for

the hidden layers and the output layer

v = fa(q1,q2,q3)

y = fa(f3.1(fe1(f1.1(x), fi2(x)),...),..

Hierarchical representation

)

q1 = f3,1(21722723)
q2 = f3,2(Z1,Z2723)
q3 = f3,3(21,22,2’3)

fa.2(h1,he) = wihy + waho + by,

Weights w and bias b

parameters to optimize
39




ACt | Vat | on fu N Ct | ons Different types of activation functions for

the hidden layers and the output layer

vy = fa(q1,92,93)

o e 31 (32 @1
4 21 = J2,1(N1, N2 q1 = J3,1\71, 22, 23

};Ll = J1a(@) 2o = fa2(h1, h2) q2 = [3.2(21, 22, 23) Z — M/ZH

’ z3 = fa3(h1, ha) q3 = f3,3(21, 22, 23)

Fully connected | f2 2(h1,he) = wih1 + wahg +bap

40



Neural Network Outputs

Reinforcement

Unsupervised
Learning

Supervised

Learning Learning

Perception tasks

Regression

Learn regression
functior

Given: input/output
pairs

Classification Clustering

Learn class

Learn class :
functi~.,

functiun ’

k- the number of
clusters

Given: input/output
pairs

Given: inputs only

Representation
learning

Learn representer
function

Feature extraction,
dimension
reduction

Given: inputs only

Action tasks

Optimization
of strategy for
a task

Learn policy
function:

Pick optimal action
to maximize total
reward

Given: tuples

IRL: learn
objectives from
behavior

Learn reward
function:

Find the reward
function that
explains behavior

Given: tuples

41



Output layer : activation functions

1) Classification : probability vector
e Sigmoid (binary class)
e Softmax (multiple class)

7 = o(W,H)
2) Regression : mean estimate
* RelLU
» Softplus

* Smoothed max
* Generalization of RelLU (leaky RelLU,...)

1.0

0.8 |-

0.6 |-

0.2

0.0

® 04}

—10

10

RelLU

10
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Sigmoid and softmax

1.0 |
Sigmoid (two-class classifier) : 0.8 |
s 0.6
1 ol
O- (w) — 1 _|_ e_x 0.2
0.0
—10 —15 (l) 5 10

Softmax (multi-class classifier) :

exp(z;)

Zj exp(z;)

softmax(z); =

43



RelLU, softplus and smoothed max

Softplus (smooth approx. of RelLU) :

((w) = log(1 + exp())

Smoothed max (extension of softplus) :

{(x) = log ) exp(x:)
J

ReLU (Rectified Linear Unit) :

rt = max(0, x)

- softplus

—10

RelLU

=10

10

44



Let’s start playing !

45
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