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Traditional approach (Software 1.0)

Launch!

Study the Write the rules Evaluate
problem
IHHHHEEI%IHHI%

List of all the knowledge and formal rules




Machine Learning approach (Software 2.0)
i)

Launch!

Study the Train ML
problem algorithm

Analyse errors

Learning from examples

Evaluate




Machine Learning approach (Software 2.0)

a
“~\\ I : ; ; Good
i Train ML
. Evaluate
algorithm

Adapting to change

s




Machine Learning approach (Software 2.0)

lterate

Inspect

Data Solution

V l
Study the Train ML
problem algorithm

Help humans learn

Solution




Supervised Learning

* Prediction of an output y given an input x

neural network

car

attributes |y



Unsupervised Learning

* Find a suitable data representation
e Preserving all task-relevant information
e Simpler than the original data and easier to use

INPUT RAW DATA QuUTPUT
Algorithm @
-
Maodel Training Model Trained

.....................
"
L
.
.
.
.

.............................. 4 o

§

© Sparse

> >
........................ 4
----- "3

> - >

Independent
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Data assumption

* |ID (independent and identically distributed)

1) Come from the same distribution P (i) (ZC) — P 3) (.CU)
m

2) Areindependent e, (x(l)’ . ’Qj(m)) — Hp (LC(Z))

1=1

11



Features

e Data often encoded into more focused

relevant information (features or internal . r = qﬁ‘_(a:)
representation) to simplify the decision data - ~feature
category 5 SD shape

> colors/texture

K\

clutter Hlumination

12



Features Example :Image classification

feature Learning
representation Algorithm
headlights
tires
N| * o % * cars X s x
<o o 2 x o non-cars @ X %
X ' =
al - x O =|%o
o o ©o°
> o o >

pixel 1 headlights

13



Training/Validation/Test sets

e Separate the data into 2(3) sets
* Training set for training

* Development / Validation set to find the best
parameters

e (Test set to estimate the performance)

* Separation depends on size of the dataset

* Make sure no algorithmic decisions are
being made using data which are also
being used to test the algorithm

15



Training/Validation/Test sets

Y High Bias (linear)

New (test) data

== Optimal Fit

Interpolation Range Extrapolation Range

High Variance

16



Task T

Find the function f that satisfies f(x) = y using the training set

17



Problem Types

Supervised

Learning

Perception tasks

Unsupervised

Learning

Regression Classification

Spam detection
Image recognition
Document
classification

Demand forecast

Representation

Clustering e

Customer
segmentation

Text recognition
Anomaly detection Machine
translation

Reinforcement
Learning

Action tasks

Optimization IRL: learn
of strategy for objectives from
a task behavior

Robotics
Computational
advertising

Imitation learning
for robotics

18



Regression

Predict results within a continuous output

19



Classification

e categorize new inputs as belonging to one of a set of
categories =2 Predict results within a discrete output
(categories)

Duck: 7%

Bird:

0%

Duck: [ 72%

Bird: 84

20



Clustering

* create a set of categories, for which individual
data instances have a set of common or similar
characteristics.

21



Neural Network (NN)

* Learning algorithm inspired by how the brain works

Dendrites /
'S 5

Nucleus

= Synapse

Axon

=== Cell body

0; -f;(w,')




Feed Forward (FF)
(Deep) Feedforward NN (DFF)
* the simplest type of neural network g)
 All units are fully connected (between layers) Deep Feed Forward (DFF)

* information flows from to output layer
without back loops

* The first single-neuron network was proposed
already in 1958 by Al pioneer Frank Rosenblatt

* Deep for “more than 1 hidden layer”

24



Deploying a Neural Network

hidden layers output
layer

Given a task (in terms of
/O mappings), we need :

cost function

--------------------
L]
]
L
*

. loss (y°, f(x*; 6
2) Cost function : _ : o 1 (., ( 4))
/objective/loss function) el nevorkmodel ..

3) Optimization . training set optimization:

25



Network model

sequential processing

parallel
processing

unit (neuron,
activation function)

26



1 ) ACt|Vat|O N fu N Ct | ons Different types of activation functions for

the hidden layers and the output layer

Yy = f4(CI17Q2>Q3)

Hierarchical representation

y = fa(fs.1(fe1(f1.1(x), fi2(x)),...),..

)

hy = f1a(z) z1 = fa,1(h1, h2) q1 = f3,1(21, 22, 23)
ho — f, (:c) 22 = f2,2(h17h2) q2 — f3,2(21,z2723)
’ i £3 = f2,3(h1, h2) q3 — f3,3(Z1, 22, 23)

Weights w and bias b

parameters to optimize
27

Fully connected | f2 2(h1,he) = wihy + wahg +b,,




ACt|Vat| on fu N Ct | ons Different types of activation functions for

the hidden layers and the output layer

Y = f4(q17QQ7Q3)

A A 31 (82 @21)
_/ 21 = J2,1(N1, N2 q1 = J3,1\”1, 22, 23

Zl B f1,1(96§ 22 = f2,2(h1ah2) q2 = f3,2(21, 22,23) Z — M/ZH

’ z3 = fa,3(h1, h2) q3 = f3,3(21, 22, 23)

Fully connected | f2 2(h1,he) = wihy + wahg +b,,

28



Neural Network Outputs

Reinforcement

Unsupervised
Learning

Supervised

Learning Learning

Perception tasks

Regression

Learn regression
functior

Given: input/output
pairs

Classification Clustering

Learn class

Learn class :
functi~.,

functiun ’

k- the number of
clusters

Given: input/output
pairs

Given: inputs only

Representation
learning

Learn representer
function

Feature extraction,
dimension
reduction

Given: inputs only

Action tasks

Optimization
of strategy for
a task

Learn policy
function:

Pick optimal action
to maximize total
reward

Given: tuples

IRL: learn
objectives from
behavior

Learn reward
function:

Find the reward
function that
explains behavior

Given: tuples

29



Output layer : activation functions

1) Classification: probability vector
e Sigmoid (binary class)
e Softmax (multiple class)

Z =o(W,H)

2) Regression: mean estimate
* No activation
* RelU
» Softplus
* Smoothed max
* Generalization of RelLU (leaky RelLU,...)

—_
~—

® 04l

1.0 |-

0.8 -

0.6 F

0.2

0.0

—10

10

RelU

10

30



Sigmoid and softmax

Sigmoid (two-class classifier) :

1

o(z)

B 1l +e*

Softmax (multi-class classifier) :

softmax(z); =

exp(z;)

Zj exp(z;)

10

31



RelLU, softplus and smoothed max

Softplus (smooth approx. of ReLU) :

¢(x) = log(1 + exp(x))

Smoothed max (extension of softplus) :

{(0) = log ) exp(x)
J

ReLU (Rectified Linear Unit) :

rt = max(0, 7)

- softplus

—10

RelLU

=10

10

32



2) Loss and Cost functions

* Loss function L()A/(i),y(i)) , also called error function, measures how
different the prediction y = f(x) and the desired output y are

* Cost function J(w, b) is the average of the loss function on the entire
training set

m
1 . .
Jw,b) = — ) 1§D, y®)
=1

* Goal of the optimization is to find the parameters 6 = (w, b) that
minimize the cost function



3) Optimization

cost function

‘e

e Given a task we define

loss (4", £(a';0))
* Training data {2, 9" }iz1 % .......................................................................................
7 t=1,...,M """"“
. training set optimization
* Network fz;0)
. m
* Cost function J(0) = 21088 (v, f(2;6))
i=1

Parameter initialization (weights, biases)
* random weights, biases initialized to small values (0.1)

* Next, we optimize the network parameters @ (training)
* |[n addition, we have to set values for hyperparameters

34



Loss function choice

* Choice determined by the output representation
* Probability vector (classification): Cross-entropy

§=c(w h+b) p(y9) =971 -

L()?, y) = —log p(yb’?) = —(y log(y) + (1 — y)]og(l — y)) (binary classification)

* Mean estimate (regression): Mean Squared Error, L2 loss

g=W'h+b p(yly) =N )

m
~ ~ . N2
L,3,y) = —logp(19) = ) (¥ -9
=0

37




Loss function example

* NN does simultaneously several tasks (multi-task)

Neural Network architecture — Pedestrians
O O
g o 1o O O O 8 mcars
X———DO——DO——DO——DO-—ﬁO »O ’O—»}’)
O 8 8 O O O O

———» Road signs - Stop
To train this neural network, loss function is defined as follow: » Traffic lights

(v 108 (57) + (1 - y)10g (1 -5))




Tra | N | ng Learning curve

Learning rate =0.005

* [terative process

Forward propagation Z= w'x+b
A= o(2)

y

T T T T T T T T
0o 25 50 75 oo 125% 150 175
iterations {per hundreds)

A

Parameter update
(gradient descent)

Cost function

A J(w,b) = J(6)

epochs

learning rate «

7

954_1 = gt — CEVJ(Qg)

Backward propagation 39
(dJ/dw, dJ/db)



Gradient Descent

* |terative method to find the parameters 8 = (w, b) that minimize J(6)

gradient descent | 0,11 = 0; — aVJ(6;)
VJ(0) J(0)

A

VJ(6:) <0 VJ(6:) >0
negative ...... positive
gradient gradient
X >
R — > 0; — AV J(0;) €wmreererren 0, 0
move move
-, right left
g
dj(w,b) dj (w, b)
V/(w) = V/(b) =




400 -

300 -

200 -

100 -

Gradient descent quadratic function

- f{x)

e ffdX

® StartGD
End GD

41



Cost

Optimization pitfalls

Local minimum

Global
minimum

Saddle point

Plateau

42



Hyperparameters

Hey you goin’
to sleep?

e Parameters that cannot be learned
directly from training data

”

* Along list...

* Learning rate «

 Number of iterations (epochs)

 Number of hidden layers
Number of hidden units
Choice of activation function
More to come !

what if you try 0.01
as a learning rate

43



Backpropagation

* Efficient implementation of the chain-rule to compute derivatives
with respect to network weights

" OL Ohg|
__Oh3 9 |

Oh,

- 1- 3 "
__Ohs Ohs |

 Ohy




Performance Measure P

* To evaluate a ML algorithm, we need a way to measure how well it
performs on the task

* It is measured on a separate set (test set) from what we use to build
the function f (training set)

 Examples :
 Classification accuracy (portion of correct answers)
* Error rate (portion of incorrect answers)
* Regression accuracy (e.g. least squares errors)

53



risk

Bias and Variance - Overfitting and Underfitting

Overfitting

High Variance Low Variance
A - -
underfitting  overtfitting °
®
o2
S °
(aa]
L
20
excess risk *
Start Underfitting
Variance Bias @
8
- | 2
| - _ capacity of F =
optimal capacity
54



Overfitting and Underfitting

=
§ Test Set
§
o
3
g
Underfitting Appropriate capacity Overfitting s :
£ 8
°® Naining Set
! 3
- / o - m Model Complexity
o O £S5
Lo Lo Lo
High bias High variance

THE BEST WAY'TO
EXPLAIN OVERFITTING




Case

* You want to find cats in images

* Classification error (the portion of wrong
answers) used as an evaluation metric

Algorithm | Classification error (%)
A 3%
B 5%

» Which one is best ?

56



First of all, understand your data !

e Carry out manual error analysis

* Look at mislabeled development set examples
(do not look at test set)

* For example: check by hand 500 pictures
(incorrect labels ? Foggy pictures ? Other
causes ? )

* Clean up incorrectly labeled data

* Apply the same process to your dev and test
sets!

57
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